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Robust  HPLC  separations  lead  to fewer  analysis  failures  and  better  method  transfer  as  well  as  providing
an  assurance  of  quality.  This work  presents  the  systematic  development  of  an optimal,  robust,  fast  UHPLC
eywords:
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esign space
alidation
hromatography modeling software
uality by Design (QbD)

method  for  the  simultaneous  assay  of  two  APIs  of  an  eye  drop  sample  and  their impurities,  in  accordance
with  Quality  by  Design  principles.  Chromatography  software  is employed  to  effectively  generate  design
spaces  (Method  Operable  Design  Regions),  which  are  subsequently  employed  to  determine  the  final
method  conditions  and  to  evaluate  robustness  prior  to  validation.

© 2011 Elsevier B.V. All rights reserved.
. Introduction

Chromatography modeling software has been widely and suc-
essfully used for many years in the pharmaceutical industry
or developing robust high performance liquid chromatography
HPLC) methods [1–7]. The workflow typically adhered to begins
PLC method development with predefined goals, focuses on chro-
atographic understanding [8],  is based on retention models which

rovide a solid scientific foundation [9–11] and can be identified,
herefore, as a Quality by Design (QbD) approach [12,13].  As well
s modeling software, other computer programs providing cal-
ulations of lipophobicity, log P, log D and pKa values have also
een found to be useful tools in the method development process
14–17]. In this study, both aids to robust method development are
mployed within a QbD framework.

Recently, a number of excellent articles have been published
escribing general strategies for the application of QbD princi-
les to analytical measurements [18,19] and to the development
f HPLC methods [20,21]. Four key steps, as shown in Fig. 1, are
ommonly described: first, objectives of the method or the target
ethod performance criteria are clearly defined (method intent);
econd a design and selection of the method takes place (method
esign, also referred to as method scouting); thirdly the selected
ethod is thoroughly assessed (method evaluation) and finally

∗ Corresponding author. Tel.: +49 30 421 559 0; fax: +49 30 421 559 99.
E-mail address: kate.monks@molnar-institute.com (K. Monks).

021-9673/$ – see front matter ©  2011 Elsevier B.V. All rights reserved.
oi:10.1016/j.chroma.2011.12.041
a control strategy is implemented (method control). The present
work addresses each of these key steps with a special focus on HPLC
method robustness.

A fundamental criteria of quality in an HPLC separation, is
robustness. Current guidelines define the robustness of an analyt-
ical procedure as “a measure of its capacity to remain unaffected
by small, but deliberate variations in method parameters. . .”  pro-
viding “. . .an indication of its reliability during normal usage” [22].
In the past, robustness testing was typically carried out during the
final stages of a method development process during the validation
stage [23] which often led to undesired surprises being found late
on and the method having to be redeveloped and reoptimized. To
avoid these costly repetitions, there is an increasing tendency to
include thorough, multifactorial robustness evaluations at an early
stage of development [24], to build in quality from the outset. By
defining method operating conditions not as discrete points but
rather as working spaces with known tolerances, the flexibility of a
method is increased and the likelihood of method failure is reduced,
as the method can withstand small changes, by design.

A modern, QbD based treatment of the robustness of an HPLC
method requires the assessment of all parameters (factors) which
most strongly influence selectivity (results) alone and in combina-
tion. In the majority of cases, these so-called critical parameters are
gradient time (tG), temperature (T), pH of eluent A (pH), ternary elu-

ent composition (tC), and stationary phase. Notwithstanding, other
parameters such as flow rate, start %B, end %B, dwell volume, etc.,
may also be important in gradient elution. The experimental verifi-
cation of many factors simultaneously is impractical and associated

dx.doi.org/10.1016/j.chroma.2011.12.041
http://www.sciencedirect.com/science/journal/00219673
http://www.elsevier.com/locate/chroma
mailto:kate.monks@molnar-institute.com
dx.doi.org/10.1016/j.chroma.2011.12.041
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Fig. 1. Workflow followed in present study.

ith extreme technical difficulties and expense. Some authors, to
vercome the challenge and reduce the experimental workload
ave employed statistical studies, such as Plackett–Burman or frac-
ional factorial designs [25–27] and risk-based approaches [28].
ther procedures include running automated robustness experi-
ents [29,30]. The present article, however, employs modeling –

ather than statistical analysis or automated execution of hundreds
f experiments – to evaluate robustness.

In HPLC analysis, for a method to be accurate, precise and robust
he sample must first be well separated. Therefore a prerequisite for
obustness can be established, in that the critical resolution (Rs,crit)

 resolution between the least well separated peak pair – for all
eaks of interest must be above a threshold value (for example,
or baseline separation Rs,crit ≥ 1.5). In this way, all conditions for
hich the Rs,crit remains above a given value (e.g. 1.5 and 2.0) are

obust. A number of different studies have used resolution maps,
hich plot critical resolution against critical method parameters, to

tudy and define robustness [31–34].  This study continues along the
ines of these works, and employs novel features in the modeling
oftware DryLab® to visualize and evaluate the effect on separa-
ion selectivity of varying a relatively large number of parameters
imultaneously. This approach to robustness evaluation is thought
o exhibit a number of advantages: the robustness of a separa-
ion at a given working point can be more thoroughly assured, the
xperimental workload is greatly reduced, the excessive need for
tatistical analysis is eliminated and the size of tolerance windows
or each parameter can be assessed and determined scientifically
t the stroke of a key.

. Experimental

.1. Eluents and reagents

Acetonitrile (AN) (Merck, Darmstadt, Germany) and methanol
MeOH) (LABSCAN, POCH S.A., Gliwice, Poland) were gradient grade
nd water was highly purified MilliQ (Merck Millipore).

Eluent A was 50 mM KH2PO4 (analytical grade, Merck, Darm-
tadt, Germany) in water:AN (95:5, v/v). The pH was adjusted to
H 2.1, pH 2.7, pH 3.3, pH 6.8, pH 7.4 and pH 8.0 prior to adding AN.

n the acidic pH range the pH was adjusted with 85% H3PO4 and in

he alkaline pH range the pH was adjusted with 0.2 M NaOH. Eluent

 were solutions of 50 mM KH2PO4 in water:AN (20:80, v/v), 50 mM
H2PO4 in water:AN:MeOH (20:40:40, v/v/v) and 50 mM KH2PO4

n water:MeOH (20:80, v/v). For the sake of simplicity, these eluent
 A 1232 (2012) 218– 230 219

B compositions will be abbreviated to AN, AN:MeOH (1:1, v/v) and
MeOH, respectively, from this point onwards.

2.2. Equipment

HPLC separations were performed on a Waters Acquity UPLC®

System (Waters, Milford, MA,  USA) equipped with (binary solvent
pump with a vacuum degasser, PDA detector, cooled autosampler,
temperature controlled column compartment). The dwell volume
of the instrument was  measured to be 0.12 mL and the extra column
volume was  estimated at 2 �L. Data acquisition was performed
using the Waters Empower 2 chromatography data software. All
separations were carried out using a Waters HSS T3 C18 col-
umn  (100 mm  × 2.1 mm,  1.8 �m)  supplied by Waters (Budapest,
Hungary).

2.3. Sample

The sample used throughout the study was an eye drop solution
containing 2 APIs (Active Pharmaceutical Ingredient) – A and B –
and 9 known impurities (4 API-A impurities and 5 API-B impuri-
ties) each spiked at 0.1% level of their respective API. The 2 APIs
were dissolved in water at concentrations of 0.04 mg/mL API-A and
0.137 mg/mL  API-B. The 9 impurities were dissolved in 1 mL AN and
9 mL  water. Further dilutions were made with water.

2.4. Software

2.4.1. Chromatography modeling and prediction software
Modeling was  carried out using DryLab®2010 v.4.0 (Molnár-

Institute, Berlin, Germany) and the quantitative robustness
evaluation of generated models was  performed in the latest
DryLab® Robustness Module v.1.0.

2.4.2. Chemical expert software
Marvin® v. 5.5.1 (ChemAxon Kft, Budapest, Hungary) was

employed for the generation of log D diagrams.

2.4.3. Column comparison software
Column equivalence was  investigated in the database

ColumnMatch® (Molnár-Institute, Berlin, Germany).

2.5. Experiments for modeling

Three different 3D resolution models were constructed: [Cube
A] tG–T–pH cube at acidic pH, using AN as eluent B, [Cube B]
tG–T–pH cube at neutral pH, using AN as eluent B and [Cube C]
tG–T–tC cube, using eluent A with pH 2.7. The conditions of the
modeled parameters for the input runs, selected largely in compli-
ance with recommendations from Snyder et al. [1],  can be found
in Table 1 according to the design of experiments shown in Fig. 3.
The flow rate – 0.3 mL/min – and gradient range – 0 → 100%B –
remained constant throughout the systematic work.

3. Results and discussion

The workflow adhered to in this study – leading to the final
method conditions (Section 3.4) – is schematically represented in
Fig. 1 and detailed below.

3.1. Method intent
The aim of this study was  to develop a fully validated UHPLC
method in accordance with QbD principles for the assay of two APIs
(API-A and API-B) and impurities for an eye drop sample, providing
a fast and robust stability indicating analysis.
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Table 1
Summary of experimental conditions of measured parameters necessary for the generation of 3D resolution models.

Cube tG (min) T (◦C) pH tC

tG1 tG2 T1 T2 pH1 pH2 pH3 tC1 tC2 tC3

[A] tG–T–pH (acidic) 15 30 25 50 2.1 2.7 3.3 AN
6.

m
f
s
a
s

3

3

c
p
w

[B]  tG–T–pH (neutral) 15 30 25 50 

[C]  tG–T–tC 15 30 25 50 

In order to generate accurate and precise data all impurities
ust be separated from each other and from the main peaks, there-

ore method target performance criteria was baseline or better
eparation for all peaks within a robust working region. Addition-
lly, all acceptance criteria pertinent to a formal validation [22]
hould be met  (see Appendix A).

.2. Method design and selection

.2.1. Design of experiments

Based on prior knowledge and a risk-based assessment, the criti-

ally influential separation parameters gradient time, temperature,
H of eluent A, stationary phase and ternary eluent composition
ere selected for primary systematic and scientific evaluation.

Fig. 2. Marvin® log D diagrams for each c
8 7.4 8.0 AN
2.7 AN AN:MeOH MeOH

Column selection and best pH working range were deduced
from log D diagrams (Fig. 2) depicted by the Marvin® chemical
expert program on the basis of the molecular structure and physic-
ochemical properties of the sample constituents.

As seen in Fig. 2 the values of log D are relatively robust (flat
slope) with regards to the pH in two  regions of the diagram: one at
low pH around pH 2–4 and another at high pH around pH 11–13.
This would suggest that retention times of sample analytes should
remain largely constant with regards to the pH in these ranges.
In the pH range 6–8 log D curves for the individual compounds

change quite drastically with the pH, indicating that in this region
peak retention values would be more sensitive to small changes in
the pH. Though, a priori, either one of the two predicted robust pH
ranges may  have been selected for method development, the acidic

onstituent of the eye drop sample.
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Fig. 4. 3D resolution space for Cube A mapping the simultaneous influence of gradi-

tion times, tolerance windows of these factors were ascertained
Fig. 3. Design of experiments for the construction of 3D resolution spaces.

H region (2–4) was chosen for this study, rather than the alkaline
ange (11–13). It can also be seen that in the acidic pH range, the
og D values for most components is below 0 indicating that com-
ounds contained in the eye drop sample are very polar. For this
eason a Waters HSS T3 column, suitable for the separation of polar
ompounds and compatible with high water content, was selected.
he significant differences in log D values furthermore indicated
hat gradient elution would be appropriate for this separation.

From the primary analysis of log D data, a formal design of
xperiments (DoE) was carried out for the modeling of the reten-
ion behavior of the separation, employing the chromatography
oftware DryLab®2010. First the influence on relative retention
f gradient time, temperature and pH of eluent A – in the acidic
H range – were investigated in a simultaneous fashion by means
f 3D resolution cubes (Cube A). To verify the decision to work at
cidic pH, another tG–T–pH cube was generated in the neutral pH
ange (Cube B). Once an optimal acidic pH was determined, a fur-
her 3D resolution cube modeling gradient time, temperature and
ernary eluent composition was constructed (Cube C) at optimal pH.
arameter settings and ranges were selected in accordance with the
oftware’s guidelines and the generic DoE is shown in Fig. 3.

.2.2. Design space generation/Method Operable Design Region
MODR) determination

Following the execution of the input experimental runs, data
ere imported into DryLab®2010, peak tracking was performed

nd models were constructed. As two different wavelengths were
sed for detection, retention times and peak areas (taken as peak
rea average values of both wavelengths) were keyed directly into
he software, upon which peak tracking – the matching of bands
or the same compound between runs where conditions have been
hanged – was carried out.

The resulting resolution space for Cube A modeling gradient
ime, temperature, low pH and critical resolution (color) is shown
n Fig. 4. Resolution models map  the critical resolution for each
ombination of the study parameters (i.e. tG, T, pH, ternary). The
alue of the critical resolution (Rs,crit) is represented in color so
hat warm colors show large Rs,crit values and cold colors show low
alues corresponding to inefficient separations. Specifically, in red
egions the resolution is baseline or above (Rs,crit ≥ 1.5) and dark
lue lines signalize peak overlaps (Rs,crit = 0).

.2.3. Visualization of robustness
When all working points (i.e. combinations of measured param-

ters) with a critical resolution below the threshold of 1.5
Rs,crit < 1.5) are removed from the resolution spaces, robustness

egions can be identified and the robustness of the separation can
e visualized as irregular geometric bodies. The robustness space
or Cube A and Cube B are shown in Fig. 5.
ent time (tG), temperature (T) and pH on critical resolution (color). Regions yielding
above base-line resolution (Rs,crit > 1.5) are colored red.

3.2.4. Selection of working point/method selection
The working point was  selected on the basis of two  criteria: it

should be contained within the largest robustness space (center of
the red region) and have the shortest run time. This point was  found
to be within Cube A at tG: 7 min, T: 25 ◦C and pH 2.7, a position
located in the center of the “best” robustness space to guarantee
the largest possible tolerances. The predicted and experimental
verification of this chromatogram are shown in Fig. 6.

The accuracy of the model generated, as also reported in the
literature [5,9–11,32,35] was found to be excellent.

3.3. Method evaluation

Next, risk assessment was  performed and the robustness and
ruggedness of the selected working point was evaluated. Robust-
ness was  studied with the aid of the generate DryLab® models and
ruggedness was  assessed as part of the formal validation process.

3.3.1. Multifactorial robustness study
3.3.1.1. Robustness of measured parameters – tG, T, pH. Within Cube
A the three measured parameters’ tolerances were determined to
be tG: 7 ± 1 min, T: 25 ± 2 ◦C and pH: 2.7 ± 0.1 by visual inspection
of the 3D resolution model. To confirm these tolerances, 12 new
experiments were carried out (Table 2), all of which gave a good
separation – critical resolution of 1.5 or better – of all peaks of
interest. As a further measure of model verification, the 12 chro-
matograms were used to construct a new, smaller cube, which, as
predicted, proved to yield critical resolution above 1.5 in the whole
range.

3.3.1.2. Robustness of measured and calculated parameters – tG, T,
pH, flow rate, start %B, end %B. As it is possible to mathematically
calculate the influence of flow rate, start %B, and end %B on reten-
within the DryLab® software without the need for further experi-
mentation, with the aid of the novel Robustness Module (Fig. 7).
This module uses simulated data from created models to carry
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Table 2
Experimental conditions and verification of robustness tolerances surrounding selected working point. Only the critical region of the chromatograms is shown.

Exp. no. tG (min) T (◦C) pH Experimental chromatogram

Exp. 1 6 23 2.6

2.0 3.0
Time (min )

(A
) I

m
p-

1 A
PI

-A

(A
) I

m
p-

2

(B
) I

m
p-

1

(A
) I

m
p-

3
A

PI
-B

(B
) I

m
p-

2
(A

) I
m

p-
4

Exp. 2 8 23 2.6

2.0 3.0
Time (min)

(A
) I

m
p-

1

A
PI

-A

(A
) I

m
p-

2

(B
) I

m
p-

1

(A
) I

m
p-

3
A

PI
-B

(B
) I

m
p-

2
(A

) I
m

p-
4

Exp. 3 6 27 2.6

2.0 3.0
Time (min)

(A
) I

m
p-

1 A
PI

-A
(A

) I
m

p-
2

(B
) I

m
p-

1

(A
) I

m
p-

3
A

PI
-B

(B
) I

m
p-

2
(A

) I
m

p-
4

Exp. 4 8 27 2.6

2.0 3.0
Time  (min)

(A
) I

m
p-

1 A
PI

-A

(A
) I

m
p-

2

(B
) I

m
p-

1

(A
) I

m
p-

3
A

PI
-B

(B
) I

m
p-

2
(A

) I
m

p-
4



K. Monks et al. / J. Chromatogr. A 1232 (2012) 218– 230 223

Table 2 (Continued)

Exp. no. tG (min) T (◦C) pH Experimental chromatogram

Exp. 5 6 23 2.7
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Table  2 (Continued)

Exp. no. tG (min) T (◦C) pH Experimental chromatogram

Exp. 9 6 23 2.8
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Fig. 5. Robustness space for: (A) Cube A and (B) Cube B from two d

ut full-factorial robustness evaluations, registering responses
ncluding critical resolution (Rs,crit) critical peak pairs and run
ime.

This extended multifactorial robustness testing consisted of
eying in the nominal values for tG, T, pH, flow rate, start %B and
nd %B, i.e. the conditions of the selected working point; typing
n different tolerance windows for each parameter, upon which

 full-factorial design of experiments is automatically generated;
nd finally initiating the calculation of the responses (calculation
ime < 1 min). For this study, a number of different tolerances were

valuated for the flow rate, start %B and end %B, in combination
ith the previously defined “± values” of tG, T and pH. Results of

his 6D analysis are shown in Table 3.

able 3
ummary of robustness calculations for different tolerance windows around the selected

Parameter ± tolerance 

tG (min) T (◦C) pH Flow rate (mL/min) Start %B (%) 

a 7 25 2.7 0.3 0 

b 7 ± 1 25 ± 2 2.7 ± 0.1 0.3 ± 0.01 0 + 0.1 

c 7 ± 1 25 ± 2 2.7 ± 0.1 0.3 ± 0.05 0 + 0.5 

d 7 ± 1 25 ± 2 2.7 ± 0.1 0.3 ± 0.1 0 + 1 

a (Rs,crit)avg = sum Rs,crit values (�Rs,crit)i/no total Rs,crit values (Ni). Ni =
∏

no levelsno facto

b (Rs,crit)max = highest value of critical resolution found within the 324 experiments.
c (Rs,crit)min = lowest value of critical resolution found within the 324 experiments.
d crit. PP = critical peak pairs.
t angles. Red regions represent robust above baseline separations.

In test (a) the critical resolution and critical peak pair are shown
for the selected discrete working point, in the absence of tol-
erances. Test (b) introduces relatively small tolerance windows,
which increase over tests (c) and (d). Upon amplifying the mag-
nitude of the tolerance windows: the average value of critical
resolution decreases gradually, the range between highest and low-
est (Rs,crit) values increases and the number of critical peak pairs
also augments. This is due to an expansion of the multi-dimensional
parameter space around the working point being investigated. In
test (d) the (Rs,crit)min falls below the method criteria of above base-

line separation, therefore the evaluated tolerances are too large
for this analysis. The final tolerances selected for this study were
those indicated for test (c), as they are larger than the instrument

 working point.

Results/responses

End %B (%) (Rs,crit)avg
a (Rs,crit)max

b (Rs,crit)min
c Crit. PPd

100 2.14 2.14 2.14 (7,8)
100 − 0.1 2.14 2.35 1.93 (7,8) (5,6)
100 − 0.5 2.12 2.60 1.67 (7,8) (5,6)
100 − 1 2.10 2.88 1.28 (7,8) (5,6)

rs = 34 × 22 = 324.
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Fig. 6. Comparison between predicted (A) and experimental (B) chromatogram for
the working point tG: 7 min, T: 25 ◦C, pH: 2.7.

Fig. 7. Software module used for multi
 A 1232 (2012) 218– 230

precision [36] and allow for the largest experimental tolerance
without compromising the separation.

3.3.1.3. Robustness of column chemistry. The stationary phase
is another critically influencing parameter in HPLC and was
also included in the robustness evaluation. In the first place,
models were constructed with a theoretically lower plate num-
ber than the experimentally observed, in order to take into
account the inevitable loss of column performance over the
lifetime of the column. Secondly, the ColumnMatch® [37–40]
software (Fig. 8) was  employed to investigate column equiva-
lence. Three columns were predicted to give equivalent selectivity
(Fs < 3) to the one used throughout this study: Waters Atlantis
dC18, Waters Atlantis T3 and Tosoh Bioscience TSKgel ODS-
80Ts. These predictions, however, were not experimentally
verified.

3.3.1.4. A word about ternary eluent composition. As stated pre-
viously in Section 3.2.1, the influence on the selectivity of the
sample of the composition of organic modifier was also investi-
gated by means of a 3D tG–T–ternary resolution space (Cube C). It
was  found that AN yielded a larger robust region at lower analy-
sis times than MeOH or mixtures of both, when used as the main
component of eluent B, and was therefore selected for the final
method.

3.3.2. Formal validation
A complete formal validation process was  carried out for the

selected method, the results which can be found in Appendix A. All
acceptance criteria were successfully met  indicating an accurate,
precise, linear and rugged method.

3.4. Method control

A summary of the experimental parameter settings and toler-
ances for the final assay and purity indicating method of the eye
drop sample are given in Table 4.

The final method has been designed with sufficient robustness

that beyond good laboratory practices (equipment qualifica-
tion/calibration, proper column maintenance, and general system
suitability requirements) no critical factor need be tightly con-
trolled in order to meet method performance criteria.

factorial robustness calculations.
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Fig. 8. Results from the ColumnMatch® database showing equivalent (Fs < 3) and s

Table  4
Final assay and stability indicating impurity method.

Eluent A 50 mM KH2PO4 in water:AN (95:5, v/v)
Eluent B 50 mM KH2PO4 in water:AN (20:80, v/v)
pH of KH2PO4 solution 2.7 ± 0.1
Column Waters HSS T3 C18 column (100 mm × 2.1 mm,

1.8 �m)
Potential substitution columns: Waters Atlantis
dC18, Waters Atlantis T3 and Tosoh Bioscience
TSKgel ODS-80Ts

Gradient time 7 ± 1 min
Gradient shape Start %B: 0 ± 0.5%

End %B: 100 ± 0.5%
Column temperature 25 ± 2 ◦C
Flow 0.3 ± 0.05 mL/min
Critical peak pairs 1. (B) Imp-2, (A) Imp-4

2. (A) Imp-3, API-B

4

o
t

Detection API-A and its impurities: 247 nm;  API-B and its
impurities: 297 nm

Run time 7 ± 1 min

. Summary
A Quality by Design workflow was applied to the development
f a fast, robust and reliable UHPLC method, with the assis-
ance of the latest computer technologies. The method developed
imilar (3 < Fs < 5) column selectivity to that of the column used in this study.

successfully passed through validation and has been used regularly
and trouble free since that time. A robustness space was defined –
providing an assurance of quality for the method – as a multidimen-
sional space formed by tolerance windows of critically influential
separation parameters (gradient time, temperature, pH, flow rate,
start %B, end %B, stationary phase). The use of various modeling
software programs allowed a limited amount of experimental data
to be used to examine a large number of possible run conditions.
Once the optimum run conditions and their tolerance to change
were predicted, experiments were run to confirm the predictions.
Thus the present approach maximized the information content of
the initial experimental data while allowing a minimum number
of final experimental runs to demonstrate robustness. This data
in the future can on the one hand serve as a common medium of
discussion between analysts and between analysts and overseeing
regulatory bodies, and on the other help to easily and quickly diag-
nose any problems which may  be encountered during the lifecycle
of the method.
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Appendix A. Formal validation

Assay Procedure Acceptance Criteria Results
Accuracy Accuracy was determined by triplicate analysis of samples at

three different concentra�on level (50, 100 and 150% level). 
The accuracy study was carried out for both  ac�ve substances
with two kinds of placebo at three concentra�on levels. 
Recovery was calculated at each concentra�on level for each
point:

(%) =  Measured amount according to method descrip�on 
(%)calc =  Amount of API-A and API-B expressed as % of

theore�cal concentra�on

The rela�ve standard devia�on (RSD) for the 
individual recovery result at each level not more
than 2.0%. The average recovery at different 
concentra�on levels: 98.0-102.0%. 

Average recovery (%) and RSD (%) values at
each level (50%, 100% and 150%) for API-A
were 100.2, 100.6, 101.4 and 0.3, 0.4, 0.5,
respec�vely. For API-B found values were
100.7, 101.1, 101.0 and 0.5, 0.1, 0.3. The 
accuracy of the analy�cal method was
therefore found to be within the
acceptance limits. 

Linearity The linearity ranges from 50 to 150% of the working 
concentra�on were studied. Two stock solu�ons containing 
API-A and API-B were prepared. Stock solu�ons were diluted 
to working concentra�ons and were injected once. Peak 
areas were plo�ed against co ncentra�on and regression line, 
Y intercept, slope and regression coefficient squared (R2) 
were determined.

R2 no less than 0.997 and Z value of no more than
3.0%. 

Z= 
b
a100

a = Y intercept 
b= Area at 100% concentra�on level 

R2 and Z values for API-A were found to be
0.9993 and -1.1, respec�vely. For API-B
these values were found to be 0.9995 and 
0.1, respec�vely. Therefore, sa�sfactory
linear rela�onship between the peak areas 
and the solu�on concentra�ons across the 
evaluated range were verified. 

Precision Six independent prepara�ons of 1.0 ml of eye drop solu�on
API-A 0.2% API-B 0.5% diluted by a factor 50 were tested. For 
the inves�ga�on of intermediate precision the method 
precision test was repeated by another analyst on a different 
instrument, star�ng from preparing eluent, standard and 
sample solu�ons.

The RSD for six prepara�ons for each analyst not 
more than 2.0%. The rela�ve difference between
the two analysts not more than 3.0%. For both
ac�ve substances a rela�ve difference in the 
average results not more than 3.0%.

The RSD for each analyst measuring API-A
and API-B did not exceed 0.2% and the 
maximum rela�ve difference found was 
0.3%. Therefore the precision of the 
analy�cal method was found to be within
the acceptance limits. 

100
(%)

(%)
(%)Recovery

calc
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Purity Procedure Acceptance Criteria Results
Accuracy Accuracy was determined by triplicate analysis of  samples at

four different concentra�on level  (from repor�ng level  –
0.1% - to the 120% of the specifica�on limit).

(%)Recovery = 100
(%)(%)

(%)

unspcalc

(%) = Amount of impurity found in spiked sample 
(%)calc = Amount of added impurity (100 % equivalent to 0.04 

mg /mL API-A and 0.1 mg/mL API-B) 
(%)unsp = Amount of impurity found in unspiked sample

The average recovery on different concentra�on
levels: 

Concentra�on level Average recovery (%) 
RL ( QL) - 0.05% 80-120%

0.05  – 0.50% 85-115%
0.51 – 2.0% 90-110%
2.1 – 10.0% 95-105%

The accuracy of the analy�cal method was 
verified to be within the acceptance limit. 

Sensi�vity The quan�ta�on limit (QL) and detec�on limit  (DL)
concentra�ons were determined based on the si gnal to noise 
ra�o (S/N). The prepared solu�ons  at detec�on and 
quan�ta�on level were injected.

The quan�ta�on limit for all components not more
than the repor�ng limit (0.1%). S/N  at detec�on
level 2:1 or 3:1. S/N  at quan�ta�on level 10:1. The 
rela�ve standard devia�on of six injec�ons at
quan�ta�on level not more than 20%. 

S/N is approximately 3 at detec�on level 
and 10 at quan�ta�on level. Suitable RSD
could be achieved  at quan�ta�on level 
and this level is under the repor�ng level 
in each case. 

Linearity Five solu�ons are studied in the range from quan�ta�on limit 
(QL) to 120% of the specifica�on limit by dilu�on of two stock 
solu�ons.

The regression coefficient squared (R2) not less
than 0.990.

A sa�sfactory linear rela�onship between
the peak areas and the  solu�on
concentra�ons across the range defined 
was found. 

Precision Six independent prepara�ons of  1.0 ml of eye drop solu�on
API-A 0.2% API-B 0.5% diluted by a factor 50 were tested. Six 
drug product vials/bags were tested and one injec�on from
each vial/bag for each strength was performed. Each sample
was measured once and the rela�ve standard devia�on of
the individual impurity results for each strength was 
calculated. For the inves�gation of intermediate precision the 
method precision test was repeated by another analyst on a 
different instrument, star�ng from preparing eluent, 
standard and sample solu�ons. 

The rela�ve standard devia�on for six prepara�ons
on different concentra�on level for each analyst:

Concentra�on level RSD (%) 
RL ( QL)  – 0.50% NMT 20% 

0.51  – 2.00% NMT 15% 
2.10  – 10.00%  NMT 5%

The rela�ve difference between the two analysts
on different concentra�on level:

Concentra�on level Rela�ve difference (%) 
RL ( QL)  – 0.10% NMT 60% 

0.11  – 0.25% NMT 40% 
0.26 – 1.0% NMT 25% 
1.1 – 10.0% NMT 15% 

The precision of the analy�cal method for 
the unstressed sample w as not calculated 
because all impuri�es are below repor�ng
limit (<0.1%). The precision of the 
analy�cal method for the stressed sample
is within the acceptance limit. 



2 atogr.

R

[
[
[
[

[

[
[
[

[

[
[

[

[
[

[

[

[
[

[

[
[

[
[

[

[

[
[
[
[

30 K. Monks et al. / J. Chrom

eferences

[1] L.R. Snyder, J.J. Kirkland, J.L. Glajch, Practical HPLC Method Development, 2nd
ed.,  Wiley-Interscience, New York, 1997.

[2] J. Ermer, J.H. McB, Miller, Method Validation in Pharmaceutical Analysis, Wiley-
VCH, Weinheim, 2005, p. 131.

[3] F. Erni, J. Chromatogr. 509 (1990) 141.
[4] S. Kromidas (Ed.), HPLC Made to Measure: A Practical Handbook for Optimiza-

tion, Wiley-VCH, 2006, p. 567.
[5] I. Molnár, J. Chromatogr. A 965 (2002) 175.
[6] M. McBrian, Chromatogr. Today 3 (2) (2010).
[7] L.R. Snyder, J.L. Glajch, Computer-assisted Method Development for High

Performance Liquid Chromatography, Elsevier, Amsterdam, 1990 (also J. Chro-
matogr. 485 (1989).

[8] Cs. Horváth, W.  Melander, I. Molnár, J. Chromatogr. 125 (1976) 129.
[9] I. Molnar, H.-J. Rieger, K.E. Monks, J. Chromatogr. A 1217 (2010) 3193.
10]  I. Molnár, K.E. Monks, Chromatographia 73 (1) (2011) 5.
11] K.E. Monks, H.-J. Rieger, I. Molnár, J. Pharm. Biomed. Anal. 56 (5) (2011) 874.
12] ICH Q8 (R2) – Guidance for Industry, Pharmaceutical Development, 2009.
13]  M.  Nasr, FDA, Lecture on Quality by Design in HPLC: The Balance Between Chro-

matography and Chemometrics at Pittsburgh Conference, Atlanta, USA, March,
2011.

14] R. Kaliszan, P. Haber, T. Baczek, D. Siluk, K. Valko, J. Chromatogr. A 965 (2002)
117.

15] J. Fekete, Gy. Morovjan, J. Chromatogr. A 660 (1–2) (1994) 33.
16] R. Put, Y. Vander Heyden, Anal. Chim. Acta 602 (2007) 164.
17] E.P. Kadar, C.E. Wujcik, D.P. Wolford, O. Kavetskaia, J. Chromatogr. B 863 (2008)

1.

18] M.  Schweitzer, M. Pohl, M.  Hanna-Brown, P. Nethercote, P. Borman, G. Hansen,

K.  Smith, J. Larew, Pharm. Technol. Eur. 22 (2) (2010) 29.
19] F.G. Vogt, A.S. Kord, J. Pharm. Sci. 100 (3) (2011) 797.
20] P. Borman, J. Roberts, C. Jones, M.  Hanna-Brown, R. Szucs, S. Bale, Sep. Sci. 2 (7)

(2010) 2.

[

[

 A 1232 (2012) 218– 230

21] M.  Hanna-Brown, P. Borman, S. Bale, R. Szucs, J. Roberts, C. Jones, Sep. Sci. 2 (1)
(2010) 12.

22] ICH Q2 (R1) – Validation of Analytical Procedures: Text and Methodology, 1995.
23] D.M. Bliesner, Validating Chromatographic Methods, Wiley-Interscience, New

Jersey, 2006.
24] M.W.  Dong, Modern HPLC for Practicing Scientists, Wiley-Interscience, New

Jersey, 2006.
25] Y. Vander Heyden, A. Nijhuis, J. Smeyers-Verbeke, B.G. Vandeginste, D.L. Mas-

sart, J. Pharm. Biomed. Anal. 24 (5–6) (2001) 723.
26] R. Ragonese, M. Mulholland, J. Kalman, J. Chromatogr. A 870 (1–2) (2000) 45.
27]  M.E. Swartz, I. Krull, Method Validation and Robustness, LCGC North America,

vol. 24(5), 2006.
28] P. Borman, M.  Chatfield, P. Jackson, A. Laures, G. Okafo, Pharm. Technol. Eur. 4

(22) (2010).
29] E.F. Hewitt, P. Lukulay, S.J. Galushko, J. Chromatogr. A 1107 (2006) 79.
30] S. Karmarkar, R. Garber, Y. Genchanok, S. George, X. Yang, R. Hammond, J.

Chromatogr. Sci. 49 (6) (2011) 439.
31] I. Molnár, Chromatographia 62 (Suppl.) (2005) 7.
32] K. Jayaraman, A.J. Alexander, Y. Hu, F.P. Tomasella, Anal. Chim. Acta 696 (1–2)

(2011) 116.
33] L. Wrisley, Pfizer, Lecture on Practical Chemometrics for HPLC Optimization

and Understanding at Pittsburgh Conference, Atlanta, USA, March, 2011.
34]  J. Dolan, LC Resources, Lecture on HPLC Method Development with an Eye on

Quality by Design at Pittsburgh Conference, Atlanta, USA, March, 2011.
35] M.R. Euerby, G. Schad, H.-J. Rieger, I. Molnár, Chromatogr. Today 3 (4) (2010).
36] www.waters.com.
37] L.R. Snyder, J.W. Dolan, P.W. Carr, J. Chromatogr. A 1060 (2004) 77.
38] L.R. Snyder, J.W. Dolan, P.W. Car, Anal. Chem. 79 (2007) 3255.

39] L.R. Snyder, A. Maule, A. Heebsch, R. Cuellar, S. Paulson, J. Carrano, L. Wrisley,

C.C.  Chan, N. Pearson, J.W. Dolan, J. Gilroy, J. Chromatogr. A 1057 (2004) 49.
40] J.W. Dolan, A. Maule, L. Wrisley, C.C. Chan, M.  Angod, C. Lunte, R. Krisko, J.

Winston, B. Homeierand, D.M. McCalley, L.R. Snyder, J. Chromatogr. A 1057
(2004) 59.

http://www.waters.com/

	Quality by Design: Multidimensional exploration of the design space in high performance liquid chromatography method devel...
	1 Introduction
	2 Experimental
	2.1 Eluents and reagents
	2.2 Equipment
	2.3 Sample
	2.4 Software
	2.4.1 Chromatography modeling and prediction software
	2.4.2 Chemical expert software
	2.4.3 Column comparison software

	2.5 Experiments for modeling

	3 Results and discussion
	3.1 Method intent
	3.2 Method design and selection
	3.2.1 Design of experiments
	3.2.2 Design space generation/Method Operable Design Region (MODR) determination
	3.2.3 Visualization of robustness
	3.2.4 Selection of working point/method selection

	3.3 Method evaluation
	3.3.1 Multifactorial robustness study
	3.3.1.1 Robustness of measured parameters – tG, T, pH
	3.3.1.2 Robustness of measured and calculated parameters – tG, T, pH, flow rate, start %B, end %B
	3.3.1.3 Robustness of column chemistry
	3.3.1.4 A word about ternary eluent composition

	3.3.2 Formal validation

	3.4 Method control

	4 Summary
	Acknowledgement
	Appendix A Formal validation
	References


